
Introduction： Method:
Stable and Orthogonal Feature Regularization (SOFR)

Experimental Results:

Conclusions：
We propose a new realistic setting for domain generalization named 

SemiDG by introducing unlabelled domain into the training process. 

We design a regularization-based SemiDG method which constrains the 

feature to be both stable and orthogonal to improve the generalization 

ability under domain shift.

We propose two new benchmarks for SemiDG and the experimental results 

show the effectiveness of our proposed method.
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New Benchmarks for SemiDG:

Fundus Images: Optic Cup/Disc Segmentation Task

Chest X-Ray Images: Diagnosis Prediction Task

Domain shift in medical applications：

Institute Patient population Equipment

Cause Limited generalization ability for machine learning methods
Performance degradation under domain shift -> unreliable for medical

Domain Generalization (DG)
How to learn generalizable models under domain shift? 

Train Test

Generalize 

under domain shift?

Semi-supervised Domain Generalization (SemiDG)：
Single-Source DG / Multi-Source DG: all source domain(s) are labelled.

SemiDG: One labelled source domain and several unlabelled source 

domains.

SemiDG only needs annotations from one domain 
and aims to achieve comparable performance as MSDG.
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Existing settings
Labelled on all samples 

New Setting
Labelled on one domain

Unlabelled on others 
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Two characteristics to achieve generalizable on features

• Stability: be robust across different domains.

• Orthogonality: be of minimal redundancy to avoid overfitting 

SOFR:

Stable ✓ and Orthogonal ✕->dummy solutions on unlabelled samples!

Stable ✕ and Orthogonal ✓->hard to obtain domain-invariant predictions!

Source domains for train:

Ø One labelled + Two unlabelled

Target domain for test:

Ø The left one domain

Evaluation for Fundus benchmark:

Ø Averaged on 12 different permutation of domains

Evaluation for Chest X-Ray benchmark:

Ø Train: MIMIC (labelled)  NIH+CheX (unlabelled)

Ø Test: PC

Achieve high performance on different domain 
randomizations!

Perform better than MSDG with less annotations! 
(On CXR benchmark)

With only both stable and orthogonal 
can achieve high generalizable 

performance! 

Unlabelled samples from more domains 
are more effective!


